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You are provided a time-series forecasting problem centered around restaurant visitors. The data comes from two separate sites:

* Hot Pepper Gourmet (hpg): similar to Yelp, here users can search restaurants and also make a reservation online
* AirREGI / Restaurant Board (air): similar to Square, a reservation control and cash register system

You must use the reservations, visits, and other information from these sites to forecast future restaurant visitor totals on a given date. The dataset covers the dates from 2016 until April 2017. The dataset should be divided into training data (full year of 2016) and testing data (whatever is given for 2017).

There are days in the test set where the restaurant were closed and had no visitors. These are ignored in scoring. The training set omits days where the restaurants were closed.

File Descriptions

This is a relational dataset from two systems. Each file is prefaced with the source (either air\_ or hpg\_) to indicate its origin. Each restaurant has a unique air\_store\_id and hpg\_store\_id. Note that not all restaurants are covered by both systems, and that you have been provided data beyond the restaurants for which you must forecast. Latitudes and Longitudes are not exact to discourage de-identification of restaurants.

air\_reserve.csv

This file contains reservations made in the air system. Note that the reserve\_datetime indicates the time when the reservation was created, whereas the visit\_datetime is the time in the future where the visit will occur.

* air\_store\_id - the restaurant's id in the air system
* visit\_datetime - the time of the reservation
* reserve\_datetime - the time the reservation was made
* reserve\_visitors - the number of visitors for that reservation

hpg\_reserve.csv

This file contains reservations made in the hpg system.

* hpg\_store\_id - the restaurant's id in the hpg system
* visit\_datetime - the time of the reservation
* reserve\_datetime - the time the reservation was made
* reserve\_visitors - the number of visitors for that reservation

air\_store\_info.csv

This file contains information about select air restaurants. Column names and contents are self-explanatory.

* air\_store\_id
* air\_genre\_name
* air\_area\_name
* latitude
* longitude

Note: latitude and longitude are the latitude and longitude of the *area* to which the store belongs

hpg\_store\_info.csv

This file contains information about select hpg restaurants. Column names and contents are self-explanatory.

* hpg\_store\_id
* hpg\_genre\_name
* hpg\_area\_name
* latitude
* longitude

Note: latitude and longitude are the latitude and longitude of the *area* to which the store belongs

store\_id\_relation.csv

This file allows you to join select restaurants that have both the air and hpg system.

* hpg\_store\_id
* air\_store\_id

air\_visit\_data.csv

This file contains historical visit data for the air restaurants.

* air\_store\_id
* visit\_date - the date
* visitors - the number of visitors to the restaurant on the date

Submission:

You need to submit the code of your model and fill in the following information:

**Model Information:**

* Number of layers: \_\_\_\_\_\_2\_\_\_\_\_\_\_\_
* Number of units in each layer: \_\_\_\_\_\_\_\_\_(16,5)\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_
* Activation functions used: \_\_\_\_\_\_\_\_\_\_\_\_\_\_sigmoid\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_
* Loss function: \_\_\_\_\_\_\_\_\_\_\_\_\_mean\_absolute\_error\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_
* Cost function: \_\_\_\_\_\_\_\_\_\_\_\_mean\_absolute\_error\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

**Training Epochs**: \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_10\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

**Training Accuracy**: \_\_\_2.1322\_\_\_\_

**Testing Accuracy**: \_\_\_\_\_2.1005\_\_\_

**Optimization techniques employed**: \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Difference in accuracies after each optimization technique that you applied:

1. Optimization technique name: \_\_\_\_optomizer: sgd->adam\_\_\_\_\_\_\_

Before optimization: Training/Testing Accuracies = \_\_2.1322\_\_/\_\_2.1005\_\_

After optimization: Training/Testing Accuracies = \_\_2.1159\_\_/\_\_2.1001\_\_

Any other changes: \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

1. Optimization technique name: \_\_\_\_\_\_\_activation: sigmoid->linear\_\_\_\_\_\_

Before optimization: Training/Testing Accuracies =\_\_2.1159\_\_/\_\_2.1001\_\_

After optimization: Training/Testing Accuracies = \_\_0.6631\_\_/\_\_0.6574\_\_

Any other changes: \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

1. Optimization technique name: \_\_\_\_\_\_\_\_\_\_\_epoch: 10->5\_\_\_\_\_\_\_\_\_\_\_\_\_

Before optimization: Training/Testing Accuracies = \_\_0.6754\_\_/\_\_0.6576\_\_

After optimization: Training/Testing Accuracies = \_\_0.6768\_\_/\_\_0.6575\_\_

Any other changes: \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Anything special about your model:

\_\_\_\_No\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Comments on the course:

\_\_\_\_No\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_